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ABsTRACT

The background of the study was the experience of the major difficulties 
that IT compliance professionals face in light of emerging technologies 
like Artificial Intelligence (AI). For this purpose, an in-depth analysis 
of the current situation and future focus points are provided by a 
prime coverage of 1,000 survey respondents who are industry cyber 
practitioners. One in two businesses with between 1000-5000 workers 
experienced a security breach in 2022, showing that threat actors are 
still driven to obtain valuable and sensitive data. In contrast to last year’s 
35% and 57%. Firms anticipate spending more effort on risk compliance 
management in 2023. The chosen methodology for analyzing this topic 
is a qualitative retrospective casual comparative positivism approach. 
Through this analysis, the paper aims to determine whether the C-Suite 
and board are actively addressing the escalating incidents of security 
breaches. It is widely recognized that businesses are prepared to enhance 
their risk and compliance management practices in the future. The paper 
intends to provide conclusive insights into the current handling of risk 
and compliance, with indications that these areas are often managed 
independently and in isolation. Further details on these findings will be 
presented in the paper.
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Introduction

As companies continue to accelerate their digitization 
efforts, those with an early adopter mindset may be 
tempted to jump on the next big thing out of curiosity 
and hype. In recent years, new technologies such as 
artificial intelligence (AI), cloud services, blockchain, 
and the Internet of Things (IoT) have proliferated 
and seen significant adoption. One factor may be the 
growing number of digital natives among the world’s 
population who are more knowledgeable about digital 
technologies and the adoption of new technologies. From 
an organizational perspective, managing the security 
and risks associated with new technologies can be 
challenging. Companies may feel pressure to adopt these 
new technologies without conducting a detailed and 

balanced risk/benefit assessment to stay ahead. However, 
the risks associated with using these technologies must 
be understood and considered so that potential threats 
do not catch you off guard.

Generative AI, such as ChatGPT, has emerged as a popular 
technology in recent times. McKinsey defines generative 
AI as algorithms capable of producing diverse content 
like audio, code, images, text, simulations, and videos. 
[Vincent, 2023] The introduction of ChatGPT to the public in 
November 2022 has sparked a global sensation, attracting 
a staggering 100 million monthly active users within just 
two months. This rapid adoption has set a record for the 
fastest-growing platform. Consequently, companies must 
anticipate that their employees will engage with ChatGPT 
or other generative AI services in some capacity.
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The utilization of generative AI technology offers users 
various advantages. For one, it enhances user productivity 
by generating content based on prompts, eliminating the 
need for human expertise. Different generative AI services 
cater to various purposes, such as artistic creation, 
coding, explanatory tasks, and knowledge acquisition. 
However, amidst the hype surrounding new technology, 
it is imperative for management to acknowledge the 
potential negative impacts and risks that may arise 
within their organization. OpenAI’s ChatGPT, for instance, 
experienced a 10-hour shutdown following a data breach, 
which allowed users to view other users’ chat history titles 
[Robinson, 2020]. Furthermore, personal information 
belonging to approximately 1.2 million subscribers of 
ChatGPT Plus may be exposed.

As seen above, organizations must be comfortable with 
both embracing these technologies and managing the 
uncertainties that come with adopting them to avoid 
falling into the hype trap. By being motivated by these 
issues; in this research, we pose the following questions.

• What’s your experience with using AI for Risk oriented 
assessments and business decisions?

• How have you considered the risks arising from this 
emerging technology?

• Is it a single line item or are there multiple risks 
identified in your risk register?

• How do the top level executives view such risks?

With these research questions in hand the two main 
objectives or the aims drawn for the work would be:

1) Exploring the impact of C-suite involvement on 
budget prioritization and allocation.

2) Examining the effectiveness of unified risk 
management and compliance operations.

In other words, it is to know if the company is taking a risk-
informed approach, where security and risk professionals 
can navigate the path forward in such a way that balances 
the potential benefits of emerging technologies with the 
risk they may pose.

Literature Knowledge on Recent Key Trends

The first section of the literature is solely focused on to 
see the latest performing trends in the ever-evolving 
compliance and risk landscape.

85% of company practitioners say their company has a 
board member with cybersecurity expertise. As the board 

takes a magnifying glass to cybersecurity, compliance 
operations, and risk management, security and 
compliance professionals will need to brace themselves 
for a barrage of requests for detailed reporting, more 
internal assessments, and more frequent communication 
with the board around cybersecurity risk[Robinson, 
2020].

A large 51% of practitioners struggle with identifying 
critical risks to prioritize remediations. Although 
respondents were highly confident in their abilities to 
address risk, practitioners also noted that they are still 
struggling to identify and prioritize risks [Vincent, 2023]. 
This means that while respondents felt they were doing 
an adequate job of addressing risk, they still struggle 
with finding risk related information when they need it 
and must switch between multiple systems throughout 
the risk management process. While risk management is 
improving for many organizations, there are opportunities 
for further improvement.

In 57% of cyber users anticipate spending more time 
on IT risk management and compliance in 2023. 32% of 
respondents said they would postpone adding additional 
compliance frameworks and/or certifications due to 
lack of capacity to take on new work and to mitigate 
stress in the coming months, but this can only happen 
for so long [Hu, 2023]. With security breaches on the 
rise and increasing pressure to keep companies safe, 
compliance managers will need to find ways to reduce 
their manual administrative tasks to better focus on IT risk 
management.

70% companies plan to grow their compliance team 
over the next two years. In a volatile economy, spending 
on compliance operations and risk management is still 
expected to increase, as all eyes are on CISOs (Chief 
Information Security Officer) to prevent data breaches. 
This willingness to invest in risk management is in sharp 
contrast to other categories of corporate spending in the 
current down economy. Yet, this trend to hire more staff 
is logical, given that 32% of respondents said they had to 
postpone the pursuit of new compliance frameworks/
certifications due to insufficient resources[Hu, 2023].

Literature Study on Defining Risk Appetite

The goal of risk management is to reduce an organization’s 
risk below an acceptable level. This tolerance level is 
determined based on the organization’s risk appetite and 
tolerance for certain risks. Risk appetite is how much an 
organization is willing to lose if the risk materializes or 
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if the project fails to meet its goals. Risk appetite varies 
from organization to organization based on industry, 
culture, diversity, size and goals. An organization’s risk 
appetite changes over time[Cao et.al, 2023].

One of the advantages of taking risks is that management 
considers various potential risks and evaluates the 
possible loss of investment in the event of project failure. 
This evaluation helps determine the organization’s risk 
appetite, which is crucial in determining the margin for 
investing in new projects. However, many companies 
struggle with defining their risk appetite, with a study 
revealing that only 26% of organizations have a clear risk 
appetite statement. It is important for an organization 
to have a well-defined risk appetite statement as it 
aligns with the overall business strategy and should be 
expressed in quantitative terms in order to effectively 
manage risks. [Cao et.al, 2023].

However, it may also contain qualitative statements. An 
organization’s risk appetite depends on its risk culture.

Characterizing risk hunger is the obligation of the 
governing body and, while characterizing risk appetite, 
the accompanying perspectives are to be viewed as by the 
board [John, 2022]:

• Absolute income of the association and the value 
capital that will choose as far as possible

• Consistence prerequisites, especially legitimate and 
administrative

• Level of accomplishment of business targets and the 
effect of hazard on them

• Partner assumptions from the association.
• Verifiable information and experience on risk 

appearance
• Risk situation investigation

Additionally, certain aspects need to be part of an ERM 
framework to ensure the effectiveness of risk appetite 
and, in turn, the risk management process [John, 2022].

• Increment risk mindfulness and construct the ideal risk 
culture

• Adjust business procedures with the board and 
empower planning among monetary and risk reaction 
activity plans

• Guarantee remaining gamble is fine
• Key risk development indicators (KRIs), key 

performance indicators (KPIs) and checking processes
• Value creation, risk advancement, security and 

monetary supportability Understanding partner 
assumptions connected with potential outcomes

Literature- Related Work on Study of Ai 
Uncertainities

While privacy and fairness remain central to the AI debate, 
others are harnessing the power of AI to transform the 
way nations conduct military operations. It can be used 
as training input and attract the attention of malicious 
attackers. When discussing generative AI within the 
enterprise, keep in mind six messages that can support 
the discussion of AI opportunities and risks. Increased 
technological capabilities inherently carry risk. While many 
GPT risk areas are documented, there will undoubtedly be 
more given the recency of GPT-4 (latest version). Misuse 
of technology—intentional or otherwise—is inevitable. 
Preemptive planning, governance, risk management and 
continued research are imperative [Chui et.al, 2022].

1. Advancements in technical capabilities come with 
inherent risks, particularly in the case of GPT-4. 
While some risk areas in GPT technology have been 
identified, there are likely numerous others that 
have not yet been documented. It is inevitable that 
technology will be misused, whether intentionally or 
unintentionally. To mitigate these risks, prevention 
planning, governance, risk management, and ongoing 
research are crucial.

2. One area of concern is that language models can 
reinforce biases and stereotypes, perpetuating 
societal prejudices. Current focus is primarily on 
computational factors such as data and fairness, 
while overlooking human and organizational biases 
and social factors. It is important to recognize that 
the input provided by users to generative AI tools is 
often already biased, which influences future results.

3. Furthermore, legal frameworks have lagged behind 
technological advancements for an extended period. 
The rapid growth of generative AI has brought to 
light various intellectual property issues and has 
underscored the urgent need for effective privacy 
laws and oversight, particularly in the United States.

4. Automated systems carry risks not only during 
processing but also when they are poorly designed, 
implemented, operated, or lacking proper oversight. 
It is crucial to provide users with clear and concise 
notifications that offer accessible and understandable 
documentation of automation’s functionality and role 
across various systems. These notifications should be 
on par with those provided for human alternatives. 
Additionally, companies have a responsibility to 
establish clear guidelines for the use of technology in 
the workplace.

5. There has been a historical mismatch between the 
supply and demand for technical talent, leading to the 
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emergence of vendor solutions claiming to solve all 
business problems. Currently, the usefulness of GPT-4 
in cybersecurity is limited. GPT-4 is anticipated to make 
phishing emails more convincing, making it harder to 
contain social engineering attacks and necessitating 
the need for cybersecurity education and awareness.

6. Fear, uncertainty and doubt (FUD) around AI replacing 
human jobs is nothing new, but the emphasis seems 
to be on augmenting human capital now, but that 
won’t always be the case. Importantly, how good an 
AI is depends on the data you use to train it. Humans 
therefore still play an important role in situational 
awareness, creativity and communication. AI may 
replace some roles, making global and national 
policy decisions more important. In IT-related areas, 
the explosion of technologies like GPT-4 is likely 
to result in job restructuring and redeployment 
of specific business functions rather than worker 
mobility[Walters, 2020].

The emergence of technologies like GPT-4 in IT-related 
fields is more likely to result in job restructuring and the 
reassignment of specific business functions rather than 
widespread worker displacement.

Generative AI and Digital trust serves as the foundation 
for AI insights and plays a critical role in the digital 
transformation process. However, recent advancements 
in AI technology have made achieving digital trust more 
challenging. AI systems are not immune to errors and 
violations, highlighting the need for organizations to 
earn and maintain digital trust. Developing, operating, 
and securing technology without proper visibility can 
lead to significant issues, ranging from operational 
challenges to irreversible damage to a brand’s reputation. 
Currently, consumers often have to compromise their 
privacy in exchange for access to all-or-nothing services. 
Unfortunately, we heavily rely on legal frameworks to 
regulate business practices that exploit individuals who 
may be careless or unaware of the risks involved. [Chui 
et.al, 2022].

Security Professionals and Regulatory Changes 
(Relevant Study)

All of the above advances pressure the InfoSec 
professionals to brace regulatory changes, many of which 
either went into effect on January 1, 2023 or will go into 
effect this year. Some of the highest-impact regulatory 
changes are outlined below [McKinsey, 2023].

• Data Privacy in USA

In 2023, nearly 30 states have some form of privacy 
protection law in place or in draft for debate and passage. 
Five states already have comprehensive policies in place: 
California, Utah, Colorado, Connecticut, and Virginia. 
California has already implemented GDPR-inspired 
standards statutes, and Colorado, Connecticut, Utah, and 
Virginia are following close behind. Additionally, California, 
Colorado, and Virginia are set to make important updates 
in 2023 that are shifting the underlying philosophical 
framework regarding data privacy protection [Heikkilä, 
2022].

• Privacy regulations in China

The introduction of China’s Personal Information 
Protection Law (PIPL) in November 2021 has had a 
widespread impact on global industries. While there are 
some similarities between PIPL and regulations like the 
European Union’s GDPR regarding data subject rights, 
such as access, withdrawal, and deletion, there are also 
significant differences. Unlike other privacy regulations, 
PIPL is overseen by the state-based agency, The 
Cyberspace Administration of China (CAC), which deviates 
from the norm of independently operated agencies for 
compliance oversight. The specific applicability terms 
of PIPL are not yet clear, but it is expected that many 
medium to large-sized entities will be required to comply. 
Additionally, as neighboring countries work on their own 
privacy laws, the influence of PIPL on future regulation in 
parts of Asia could be significant.

• NIST Cybersecurity framework potential updates

In January 2023, the National Institute of Standards and 
Technology (NIST)announced its intent to make new 
revisions to its Cybersecurity Framework (CSF) document, 
with an emphasis on cyber defense inclusivity across 
all economic sectors. The new CSF could see protocols 
surrounding increasing international collaboration in 
cybersecurity efforts while still retaining the level of 
detail within the existing standards and guidelines to 
ensure the framework is scalable and useful for as many 
organizations as possible. Current recommendations for 
updates include a request for the new CSF to more clearly 
relate to other NIST frameworks, making improvements 
to the CSF’s website, and expanding coverage and 
governance outcomes to supply chains.

• New Directives from the EU

The EU Data Governance Act (DGA) will become 
applicable in late 2023 and will facilitate data access 
and sharing with the public sector, adding another layer 
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of complexity as organizations try to understand what 
it takes to facilitate compliant data transfers. The DGA 
will establish robust procedures to facilitate the reuse 
of certain protected public sector data and foster data 
altruism across the EU. It will define a new business 
model for data intermediation services that would serve 
as trusted environments for organizations or individuals 
to share data, support voluntary data sharing between 
companies, facilitate the fulfillment of data sharing 
obligation set by law, enable individuals to exercise their 
rights under GDPR, and enable individuals to gain control 
over their data and share it with trusted companies.

Research Methodology

It is attempted to outline a type of Qualitative analysis as 
usage for data collection, data analysis and interpretation 
of the data of this research. Also, explanation on the data 
in graphs and diagram to know the details on how risk 
systems and monitoring around it could be prioritized for 
implication.

I. Methodology and Method

Qualitative research involves the collection and analysis 
of non-numeric data, while quantitative research focuses 
on numeric data. Both approaches utilize methods like 
field notes, surveys, and interviews to gather information, 
providing valuable insights into various subjects or 
experiences [John, 2021]. Although the qualitative 
approach may be less widely accepted in certain fields, 
such as psychology, it has grown and developed over time, 
even amidst debates within the field [Zohny et al., 2023]. 
In the current study, a qualitative iterative approach is 
employed to retrospectively examine and compare causal 
relationships.

For effective statistical analysis of the data collected 
through these methods, it is important to assess the 
impact through intervention experimentation [Jackson et 
al., 2007]. Qualitative methods and the experimentation 
of those methods require an iterative approach. An 
example of this approach is illustrated in Figure 1.

The conducted research adopts a qualitative retrospective 
casual comparative positivism approach and relies on 
primary data. This approach was selected due to its 
emphasis on risk issues and performance data [Jackson et 
al., 2007].

Effective research planning is pivotal in aligning goals, 
objectives, resource needs, and anticipated outcomes, 
thereby providing clarity and direction to the research 
process [Brynjolfsson et al., 2023]. In this regard, the 
qualitative retrospective casual comparative approach is 
aligned with the research objectives to ensure appropriate 
conclusions can be drawn.

II. Data source

Figure 2 displays the categories or the number of 
companies involved in the research, which served as the 
primary data source for this study [Robinson, 2023]. The 
data was gathered through the IT Compliance and Risk 
Survey, with a total of 1010 responses collected between 
December 2022 and January 2023. The participating 
organizations belong to various industries.

Furthermore, the research also collected the profile of 
the participants in terms of their job functions, as shown 
in Figure 3. Among all respondents, 83% stated that 
they are directly involved in making decisions related to 
cybersecurity and data privacy risks for their organizations. 
Additionally, 16% reported having sufficient knowledge 

Figure 1. Qualitative Iterative Research Approach [Busetto et.al, 2020]
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Figure 2. Profile of the Organisations in research

Figure 3. Job profile of participants
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to understand the requirements and needs pertaining to 
cybersecurity and data privacy within their organization. 
Only 1% mentioned that they do not participate in 
decision-making but are responsible for maintaining IT 
security and data privacy. When it comes to decision-
making authority for data security and privacy compliance, 
81% of respondents claimed to be the sole decision-
maker, 16% stated that they are part of a decision-making 
team within their organization, 2% mentioned being part 
of a committee, and 1% indicated that their role involves 
gathering information and conducting research on data 
security and privacy compliance.

III. Research Limitation:

Like any study, this research had certain limitations that 
need to be acknowledged.

• Firstly, the qualitative research approach used in this 
study does not allow for precise measurements of the 
problems under examination.

• Secondly, some participants were reluctant to provide 
the exact data requirements needed for the research.

Research Findings

This section is directly going to address the research 
objective identified in the first hand to find out how the 
new Generative AI trend have changed the way in which 
organizations refer the security budget plans and risk 
management purview, thereby unifying the C-suite level 
and Board for a collective responsibility. Analysis of the 
1010 responses is produced for results as below.

I. Exploring the impact of C-suite involvement on 
budget prioritization and allocation

When most western companies are preparing for a 
recession, most security, compliance, and risk management 
departments are actually planning to level up their efforts 
and expand their budgets in 2023. This is likely due to 
mounting stress over cybersecurity risks, which was the 
largest stressor reported for InfoSec professionals at 36%. 
Notably, cybersecurity risks were also the highest reported 
cause of stress in 2022. This requires InfoSec professionals 
to stay up-to-date on security best practices and adds to 
the already growing pressure of preventing an attack.

Based on Figure 4, the most commonly reported financial 
loss resulting from data breaches in both 2022 and 

2023 fell within the range of $1M-$5M. However, when 
examining the data more closely, it becomes evident 
that there are distinct trends in the cost of data breaches 
based on the size of the company.

Companies with more than 2,500 employees were found 
to be more prone to experiencing financial losses ranging 
from $5M-$20M as a consequence of data breaches. On 
the other hand, smaller companies with less than 2,500 
employees were more likely to incur financial losses 
within the range of $100k-$1M.

For an average organization from our dataset, spending 
on technology represents a greater proportion of their 
organization’s GRC (Governance, Risk and Compliance) 
spend than any other category as in Figure 5. The greater 
emphasis on technology shows that organizations are 
attempting to gain efficiencies in managing risks and 
compliance processes.

Figure 4. Cost of breaches

Figure 5. Spending on IT Risk Management
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In the upcoming year, 63% of companies plan to allocate 
more funds towards compliance and risk, a significant 
increase compared to 45% in the previous year. On 
average, these companies estimate a 25% increase in 
their Governance, Risk, and Compliance (GRC) budgets 
over the next 12 to 24 months. Among those who intend 
to increase their budgets, 76% expect a minimum 10% 
increase in spending.

Only 13% of respondents claimed they would reduce 
their spending, while a mere 3% indicated a substantial 
decrease in IT risk management and compliance 
investments for 2023. Additionally, 57% of participants 
stated their intention to dedicate more time to IT risk 
management and compliance in the coming year. The 
heightened level of involvement from the C-Suite is 
evident, as compared to the previous year where only 
35% expected to allocate more time to these areas.

II. Examining the effectiveness of unified risk 
management and compliance operations

Notably in the survey, 29% of respondents do not have 
established KRIs (Key risk indicators) linked to their KPIs 
(Key performance indicators) for any identified high or 
critical risks, indicating that risk and compliance could 
still be operating in silos, or respondents haven’t figured 
out how to measure meaningful changes to risk level. 
Unifying risk and compliance efforts can help solve 
each of these pervasive challenges. 68% of respondents 
using integrated tools with both manual and automated 
processes did not experience a breach in 2022, and 72% 

of respondents who have tied their risk and compliance 
activities together did not experience a breach. With 
31% of respondents said they manage IT risk in siloed 
departments, processes, and tools, followed by 24% that 
manage IT risk in an integrated approach where their 
processes are mostly automated (Refer Figure 6). These 
numbers are striking; while respondents clearly see 
the value in unifying risk management and compliance 
operations, the overwhelming majority of those surveyed 
aren’t following this best practice. Even the most powerful 
IT risk management tool can produce inadequate results 
if critical processes are not in place.

The adoption of compliance tools has witnessed 
significant growth over the past year, with 65% of 
respondents in 2023 utilizing integrated risk management 
solutions, compared to 57% in 2022. The usage of 
these tools has transitioned from being a mere luxury 
to a necessity due to the transformative changes in the 
landscape, driven by the emergence of more advanced 
and powerful technology tools that are both beneficial to 
companies and threat actors.

In terms of tracking risks, the usage of spreadsheets has 
decreased from 35% in 2022 to 25% in 2023. Conversely, 
the use of the risk module in cloud-based GRC software 
has seen a slight increase from 57% last year to 60% 
this year. When it comes to identifying and managing IT 
risks from third parties, the utilization of spreadsheets 
has decreased from 31% in 2022 to 23% in 2023. On 
the other hand, the use of dedicated IT solutions has 
risen from 69% last year to 77% this year. The reliance 
on spreadsheets to manage IT compliance efforts has 

Figure 6. Experience of security breaches
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notably reduced from 43% in 2022 to only 10% in 2023, 
as depicted in Figure 7.

This adoption of new tools aligns with the Technology 
sector’s rapid increase in digital platform usage and Cloud 
technologies in response to the pandemic, and, as a 
result, this new mix of GRC tools has helped operationalize 
compliance efforts and adapt to new compliance 
requirements. However, the usage of Cloud technology 
has its downsides: third-party risk vulnerabilities, siloed 
views of risk and compliance and fractured reporting 
across multiple solutions.

Conclusions and Results

With the escalating concerns surrounding cybersecurity 
and the increase in regulatory measures, incidents of 
security breaches have gained significant attention in the 
media. Regulatory bodies now place greater emphasis 
on holding individuals accountable, particularly senior 
corporate officers and other influential figures within 
organizations. This shift, coupled with the findings of the 
survey, indicates a move towards stricter enforcement, 
particularly for organizations that lack adequate measures 
to safeguard and dispose of consumer data [Rothwell et 
al., 2022].

Implementing an integrated approach to risk and 
compliance operations enables organizations to 
effectively manage individual risks without duplicating 
processes. This approach begins by conducting a 
comprehensive risk assessment and formulating a 
robust security policy, followed by the implementation 
of internal controls aligned with the assessment 
outcomes. Embracing this integrated approach enhances 

coordination throughout the organization, involving 
input from all stakeholders and seamlessly integrating 
compliance into risk operations.

A recent study conducted by Hacker et al. (2023) 
examined the impact of embracing an integrated 
approach to Governance, Risk, and Compliance (GRC) 
on security and business performance outcomes. The 
research aimed to determine if there was substantial 
evidence suggesting that organizations adopting this 
approach achieve better security postures compared 
to those viewing compliance as a separate oversight 
function.

The study findings revealed that organizations practicing 
an integrated approach had a lower likelihood of scoring 
poorly in risk management and were less susceptible 
to security breaches compared to those perceiving 
compliance functions solely as rule enforcers. Moreover, 
organizations that embraced integration spent less time 
on repetitive administrative tasks, contrasting with those 
placing a primary focus on rule enforcement.

Overall, the study supports the proposition that 
organizations seeking superior security and business 
performance outcomes should adopt an integrated 
approach to GRC, recognizing the interconnectedness 
between governance, risk management, and compliance 
functions.
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